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Abstract

In this paper, collaborative classification of

hyperspectral imagery (HSI) and light detection and

ranging (LiDAR) data is investigated using an

effective hierarchical random walk networks (HRWN).

The proposed HRWN jointly optimizes a dual-tunnel

convolution neural network (CNN) architecture

capturing spectral and spatial features of HSI and a

pixelwise affinity branch preserving spatial

smoothness via a novel hierarchical random walk layer.

Proposed Method

Motivation

Result

Analyze spatial and spectral feartures of HSI and

LiDAR data by a dual-tunnel CNN.

A pixel affinity matrix capturing the similarity

between classes and preserves spatial smoothness.

A random walk layer exploits spatial constraint and

local seeds guidance into CNN.

There are two real paired of HIS and LiDAR datasets acquired

over Houston, USA and Trento, Italy are used to verify the

performance of proposed method. To validate the effectiveness,

the proposed HRWN is compared with several other classifiers,

such as the standard SVM, ELM, recently-proposed CNN-PPF,

two-branch CNN, the context CNN, and CNN-MRF.

Houston, USA

Trento, Italy

I: Dual-tunnel CNN branch that

exploits classification potentials

is firstly designed for merged

HSI and LiDAR images. The

joint spectral-spatial feature

are extracted as

II: Pixel-level affinity branch
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I: Dual-tunnel CNN
Spatial CNN branch: 2D operation

Spectral CNN branch: 1D operation
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Classification 

Result

II: Pixel Affinity

III: Hierarchical 

Random Walk Layer
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 I. Dual-tunnel  CNN

 Concatenation Operation
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is connected with the input LiDAR image for its elevation

information, which is modeled as a weighted, undirected and

connected graph. Then F is a sparse matrix storing Euclidean

distance between each pixel and all its neighbors. Then the

Euclidean loss layer F is optimized to predict the pixel similarity

matrix W. Finally, the normalization matrix is applied to predict the

ground truth pixel affinities A.

III: A novel random walk layer that merges the two branches to

obtain classification map. Given the transition probability A on a

graph with prior, the reaching probability that a random walker

from a node reaching seed or prior node is

Then the final classification result is
~
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